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Technical Accomplishments

1. A mechanism for filtering calls-for-bids based on capabilities has been added to the Trader component of our architecture's market-based planning layer.  This mechanism removes the tasks from calls-for-bids which the bidder/Trader is incapable of performing, and discards the call if no viable tasks remain.  Such a mechanism is important in heterogeneous scenarios where the agents/rovers are not able to perform all of the tasks.  We are also beginning to consider more related issues, such as circumstances when an agent might actually want to bid on a task it can not perform.

2. We have begun testing our system under a simple heterogeneous scenario with two different (Mars rock characterization) task types, each able to be accomplished by a different type of rover.  We have started examining some of the important issues arising in more complex heterogeneous scenarios.  For example, when heterogeneity allows the same task to be accomplished in different ways, how does one represent and evaluate the alternatives?

3. The system has been expanded to support hardware capability specification and propagation at run time.  This means that a rover's hardware capabilities may be specified (or changed) at run-time and the behavioral, executive and planning capabilities will adapt/configure as appropriate.  A single executable can thus be used for many different rover types.  In addition, hardware failures should now be fairly easy to simulate.  An open issue is how much the planning layer needs to know about capabilities versus the hardware that provides those capabilities.

4. We have begun integration of a combinatorial auction clearing algorithm with the Trader component of each agent participating in the market.  The algorithm has been modified from its original form to conform to the event-based nature of our system.  It is our hope that the use of a combinatorial auction (with bids that contain bundles/clusters of tasks) will improve the performance of our system.

5. With the addition of clustering in the Scheduler component of each agent (for creating bids of bundled tasks) and the combinatorial auction clearing mechanism in the Trader, the issue of managing time becomes important.  Both creating clusters and clearing combinatorial auctions are expensive (potentially intractable) operations that may essentially take as much time as they are allowed.  While performing these operations, it is important that the Scheduler and Trader also be able to handle other important functionality that should not be neglected.  To help manage such timing issues, we have developed a simple idle function mechanism that allows execution of operations (such as clustering and clearing) either periodically, or when the system is otherwise idle.

6. A new "stealth" mode has been added to our startup utility that automatically initiates and terminates all of the processes required to run the system and conduct experiments.  This stealth mode hides process windows and turns off simulator visualization to improve memory utilization and speed.

7. Our entire system has now been updated to run under newer Linux kernels and multiple compiler versions.
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1. Developed “time-warping” capability for CASPER planner.  This capability enables single and distributed planners to execute plans of actions at faster than real-time in simulation.

2. Performed initial analysis of spectrometer data collected in field visit to Baker, CA to evaluate usability for testing MISUS system.

3. In progress of developing release-able version of MISUS for middleware project at JPL.  Task involves setting up various MISUS components to easily compile and run for different users in different environments.
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1. Developed and implemented new process for logging results of activity planning and path planning on series of map images.  Enables easier testing, analysis and demonstration of integrated resource and path planning system
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Highlights of Recent Work
1. Performance studies on fault detection and isolation for abrupt fault profiles

2. Completed detailed dynamic model of water recovery system

3. Extension of fault detection and isolation work beyond abrupt fault profiles

Work in Progress
1. Completed an experimental study of fault detectability and isolation capabilities for fuel transfer system of aircraft

Papers to be presented at : 

· Intl. Joint Conference on AI (IJCAI-03), 

· Joint session of Safeprocess and Intl. Principles of Diagnosis Workshop

2. Completing hierarchical hybrid model of the Water Recovery system in consultation with NASA engineers at NASA Johnson

· Simulink/Stateflow model is ready for demonstration – will demonstrate to Richard Boulanger at NASA Ames

· Looking at ALS sizing tool and working with David Kortenkamp on higher level models for the ALS

3. Preliminary modeling of the Air Recovery system (ARS)

4. Preliminary work on fault detection of incipient faults
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1. Still continued writing of an Educational Analysis journal paper on RASC

2. Developed 3 prototype layouts and beta-level firmware for CMUcam 2.0, which has object histogramming and motion detection

3. Established high-level Science Center contacts to pursue for MER personal rover project

4. Identified a major memory leak in the Intel Stayton board under video use; Intel has now recreated the bug and is feverishly working to squash.

5. Completed alpha version of mission interface for the Personal Rover generation II and am doing alpha testing in preparation of human subject testing in 2 weeks.
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1. Invited to present an IROS paper in a special session on robotics standardization - result of  interactions with Intels' Robotic Engineering Task Force. Paper submitted: I.A. Nesnas, A. Wright, M. Bajracharya, R. Simmons, T. Estlin, "CLARAty and Challenges of Developing Interoperable Robotic Software," invited to International Conference on Intelligent Robots and Systems (IROS), Nevada, October 2003. (410 KB) 

2. Abstract submitted to SPIE aerosense conference accepted and paper submitted: I.A. Nesnas, A. Wright, M. Bajracharya, R. Simmons, T. Estlin, Won Kim "CLARAty: An Architecture for Reusable Robotic Software," SPIE Conference, Orlando, FL April 2003

3. Obtained agreement with Ames Export Administrator’s office on process of how to allow repository access to Ames team members for integrating CASPER planning system into CLARAty repository

4. Continued work on designing Decision Layer organization changes in preparation for CLARAty repository checkin.

5. Designed setup and process for new map logging utilities

6. Set up 50 sets of initial state files for auto-testing of Decision Layer on multiple scenarios for validation

7. Reviewed all subcontract proposals and completed paper work  – Ames bypass letter sent out

8. Hosted team from Intel leading the RETF effort. Identified possible areas for future collaboration

9. New team member (Brian Linenger) started on CLARAty working on integrating science autonomy algorithms from Ames (T. Roush) for the ALERT demo (funded by ALERT project)
