AUTOMATED REASONING HIGHLIGHTS

February 2003



PI:
BENJAMIN WAH


University of Illinois, Urbana-Champaign

TASK:
Stochastic Anytime Search With Applications in Autonomous  Planning and Scheduling


*Task link http://is.arc.nasa.gov/AR/projects/AnytPln.html.

1. We have succeeded to prove a major result on Lagrangian formulations of continuous and mixed-integer constrained optimization problems.  The results require Lagrange multipliers $\lambda^{**}$ that are larger than or equal to $\lambda^*$ to be found for these problems, instead of solving for the exact $\lambda^*$ as in conventional methods.  The results facilitate the partitioning of a large optimization problem into local optimization problems that are related by general constraints.  Each local optimization problem can be solved by an existing solver, whereas the general constraints can be resolved by updating their Lagrange multipliers in an iterative fashion.  The results extend our previous work that only applies in discrete space.

2. By applying the above result, we are now in the process of partitioning each planning problem in the PDDL2.1 benchmark suite into multiple local planning problems. Each local planning problem is then solved by an existing planner, which in this case is MIPS (since its source code is available).  We have almost completed the modification of MIPS and will perform tests in the next few weeks.  Based on the results, we plan to submit a paper to CP2003 in April.

3. By extending the approach in discrete space, we have partitioned SAT problems into multiple local SAT problems.  Our initial tests of using a local SAT solver we have developed earlier were not promising.  As a result, we have switched to using CHAFF as our local SAT solver.   The integration of CHAFF with our Lagrangian solver is ongoing at this time.

4. We have submitted the final accepted paper “Automated Planning and Scheduling using Calculus of Variations in Discrete Space” to AAAI for publication in AIPS-2003.



PI:
Gautam Biswas


Vanderbilt University

Task:
Robust Methods for Autonomous Fault Adaptive Control of Complex Systems



*Task link http://is.arc.nasa.gov/AR/projects/AdpCtl.html.

Highlights of Recent Work
1. Performance studies on fault detection and isolation for abrupt fault profiles

2. Detailed dynamic models of water recovery system of ALS that includes modeling of biofilm thickness, membranes in the reverse osmosis system, and the air evaporation system.

3. Multi-level modeling of complex systems: focus on ALS

Work in Progress
1. Completed an experimental study of fault detectability and isolation capabilities for fuel transfer system of aircraft


Papers: (i) Intl. Principles of Diagnosis Workshop

2. Continuing to build hierarchical hybrid model of the Water Recovery system in consultation with NASA engineers at NASA Johnson

· Evolving modeling paradigm based on coupled hybrid automata

· Visited NASA JSC to discuss ALS with Dr. Chin Lin’s group and Dr. Kortenkamp

· Working toward a multi-level simulation for the ALS, with detailed Simulink models of WRS and ARS being constructed by Vanderbilt

3. Studying and analyzing data received from WRS testbed to estimate parameters of system

· Looking at data for extended periods of time (four weeks) to understand anomalies and build fault detector for small changes

· Advances in WRS modeling: now have dynamic analytic model for nitirifier system, which includes growth of biofilm thickness



PI:
DAVID WOLPERT


NASA Ames Research Center

Task:
COINS (ARTIFICIAL COLLECTIVE INTELLIGENCE)



*Task link http://is.arc.nasa.gov/AR/projects/ColInt.html.

1. John Lawson has started initial explorations of using the Collective Intelligence framework to programming of randomly assembled computers.  This work builds on the previous work by David Wolpert and Mark Millonas.

2. With David Wolpert, Mark Millonas completed and submitted a paper to IJCAI '03 on fault-tolerant computing based on the Collective Intelligence framework.

3. In conjunction with Ilan Kroo of Stanford University, David Wolpert and Kagan Tumer have initiated the organization of this summer's workshop on Collectives and the Design of Complex Systems.  David Wolpert and Kagan Tumer also finalized the contract with Springer for the book on last summer's workshop.

4. David Wolpert and Kagan Tumer submitted two papers to Physical Review Letters concerning the use of the Collective Intelligence framework for distributed optimization. Together with Sandip Sen and Stephane Airiau of the University of Oklahoma, they also submitted a paper to IJCAI '03 on the use of the Collective Intelligence framework for distributed control of processes across a heterogeneous computer network. 

5. David Wolpert and Chiu Fan Lee of Oxford university started exploring the use of "wealth functions" to automate the application of the Collective Intelligence framework to any domain.


PI:
JEREMY FRANK


NASA Ames Research Center

Task:
FLIGHT PLANNING FOR SOFIA



*Task link http://is.arc.nasa.gov/AR/projects/SOFIASchd.thml.

1. Work has been completed on initial automated single flight planner.  The final version of a paper accepted at the International Conference on Automated Planning and Scheduling has also been completed.  Preparations are under way for a talk at the SOFIA Science Lunch Series, to be given on April 7.

2. Integration work continues on the Leg Construction system provided by USRA and the automated single flight planner.  Performance tests indicate that the integrated system requires continued performance enhancement.

3. Requirements collection has completed for the definition of the final version of the single flight planning problem.  The final problem will include restricted airspace, a realistic fuel consumption constraint, multiple projects, and object calibrators.

4. Work has begun on the instrument run scheduler.  A number of proposed heuristics have been developed, and experiments are under way to provide a baseline to compare the heuristics against.



PI:
GREG DORAIS

NASA Ames Research Center

TASK:
Spacecraft Micro Robot (PSA-Personal Satellite Assistant)



*Task link http://is.arc.nasa.gov/AR/projects/SpaceRbt.HTML.

1. Model-based Diagnosis application, Livingstone 2, was integrated with PSA Autonomy architecture (includes IDEA & EUROPA). The system was used to perform a simple active diagnosis task with the PSA and ECLSS in simulation.

2. Plan display and path plan editing capability was added to the PSA User Interface. Work has commenced on adding deliberative plan editing and adjustable autonomy control to this interface.



PI:
ROBERT MAH

NASA Ames Research Center

Task:
Neuro Control for Shuttle Docking



*Task link http://is.arc.nasa.gov/AR/projects/NeuroDock.html.

1. Continued updating spacecraft FDI and mass-property ID software to work with the MIT SPHERES spacecraft. Analyzed data from flight SPHERES flown on the NASA zero-g KC-135 during the week of February 4-7, 2003. Developed data cleaning software to accommodate timing errors and dropped samples.  Delivered this software to MIT to support the tests during and after the flights. Detected and investigated (with the gyro manufacturer, Systron Donner) the root cause of a significant thruster-induced vibration appearing in the gyro output signals. Began development of signal processing algorithm to address this noise in the signal. Began modifying the FDI and ID algorithms to account for the reduction in thrust as multiple jets are fired, and to account for the transient thruster characteristics.

2. Re-evaluating initial approach in implementing the algorithms for the real-time DSP processor. The initial line-by-line and function-by-function conversion from MATLAB to C progressed well up to a point. However, to facilitate code verification we will develop MATLAB mex interface functions for the C functions, enabling them to be functionally tested within MATLAB.  The development of this interface code has proven to be more complex than expected, so more time is being spent now on optimizing the full porting process (e.g., exploring the use of a subset of C++, automatically generating parts of the interface code, simplifying the MATLAB code, etc.) to make it as fast and error-free as possible.


PI:
KLAUS HAVELUND


NASA Ames Research Center

Task:
Analytic Verification and Validation for Space Missions


*Presentation included (HL-Dataraces.ppt),

now online as http://is.arc.nasa.gov/AR/news/AtnVrf_0302.html.

*Task link http://is.arc.nasa.gov/AR/projects/AtnVrf.html.
1. We have developed a runtime analysis algorithm for high-level data race detection. The algorithm detects inconsistencies in the views that different activities have on shared resources. The algorithm works by analyzing a single randomly chosen execution trace for operations that take and release locks and for operations that access shared resources. From this information can be calculated whether all activities have consistent views. Inconsistent views typically arise if at least one activity “does it right”. The algorithm has been applied to the K9 Rover, developed at NASA Ames and to 2 other industrial applications.

2. A paper with the title “High-Level Data Races” has been accepted for presentation at VVEIS’03 (The First International Workshop on Verification and Validation of Enterprise Information Systems). The paper appears to be the first on this subject in the scientific literature. 

3. An inconsistency was detected in the K9 rover, although non-critical.



PI:
Dimitra Giannakopoulou


NASA Ames Research Center

Task:
System-Level Verification Technology for Autonomy Software


*Presentation included (microsoft-visit.ppt),

now online as http://is.arc.nasa.gov/AR/news/SysVrf_0302.pdf,

within http://is.arc.nasa.gov/AR/news/SysVrf_0302.html.

*Task link http://is.arc.nasa.gov/AR/projects/ SysVrf.html.
1. Dimitra Giannakopoulou and Corina Pasareanu visited Microsoft Research in Redmond, at the invitation of Shaz Qadeer. They gave a two hour presentation on the recent work on assumption generation that was done in the context of the IS project. They had extensive discussions with members of the Software Productivity Tools and the AsmL groups at MSR.



PI:
Dimitra Giannakopoulou


NASA Ames Research Center

Task:
System-Level Verification Technology for Autonomy Software


*Presentation included (genAssumptions.ppt),

now online as http://is.arc.nasa.gov/AR/news/SysVrf_0302.html.

*Task link http://is.arc.nasa.gov/AR/projects/SysVrf.html.
1. Our algorithm has been implemented in the LTSA tool for design-level model checking. It has been successfully applied to a number of case studies, including the Mars K9 Executive prototype. This work was presented at the ASE 2002 conference, and received an ACM distinguished paper award, as the best conference paper.

2. New accomplishments: We have recently extended our approach for deadlock. The idea is, in addition to safety violations, to also avoid deadlocking the component in the context of the assumptions that our algorithm generates. We have applied the extended approach at the design-level of the DS-1 remote agent executive. We extended our ASE paper into a journal version submitted by invitation to the journal of Automated Software Engineering.

