AUTOMATED REASONING HIGHLIGHTS

January 2003



PI:
BENJAMIN WAH


University of Illinois, Urbana-Champaign

TASK:
Stochastic Anytime Search With Applications in Autonomous  Planning and Scheduling


*Task link http://is.arc.nasa.gov/AR/projects/AnytPln.html.

1. Extend calculus of variations to Pareto-optimal plans and prepared paper for submission to IJCAI-2003.  The draft of the paper has been uploaded to the Postdoc system. 

2. Continued development of algorithms for partitioning SAT problems into stages and applying the calculus of variations developed to solve the problem. There were some delays in completing the paper for the IJCAI submission, but we plan to have some initial results ready by the end of January.

3. Submission of “Discrete-Space Lagrangian Optimization for Multi-Objective Temporal Planning” to the 2003 Joint Conference on Artificial Intelligence.

4. Analyzed source code of MIPS Planner for planning PDDL2.1 benchmarks.  Developed methods to partition continuous time mixed-state planning problems into multiple stages and apply dominance pruning (in our calculus of variations work) in each stage.  Currently modifying MIPS Planner to plan partitioned problems.  Expect to complete modified planner by the end of February.

5. Developed methods to partition SAT problems into multiple local SAT problems.  Completed coding of algorithm.  Currently tuning algorithm to solve SAT benchmarks available in the literature.  Also developing methods to partition nonlinear constrained optimization benchmarks into multi-stage local optimization problems.

6. Received news that “Automated Planning and Scheduling using Calculus of Variations in Discrete Space” submitted to the Int’l Conf. on Automated Planning and Scheduling has been accepted.



PI:
reid simmons


Carnegie Mellon University

Task:
Heterogeneous Multi-Rover Coordination for Planetary Exploration



*Task link http://is.arc.nasa.gov/AR/projects/RovCoord.html.

PUBLICATIONS:

1. Dani Goldberg, Vincent Cicirello, M. Bernardine Dias, Reid Simmons, Stephen Smith, Trey Smith, Anthony Stentz, "Task Allocation Using a Distributed Market-Based Planning Mechanism" Accepted as a poster in the Second International Joint Conference on Autonomous Agents and Multi-Agent Systems (AAMAS 2003), July 14-18, Melbourne, Australia.

Presentations

2. J. Andrew Bagnell, Jeff Schneider, "Policy Search in Hilbert Space for Reinforcement Learning" Presented at the 6th Kernel Machines Workshop, part of the 2002 Conference on Neural Information Processing Systems (NIPS 2002), Vancouver, Canada, December 14, 2002.

Technical Accomplishments

3. The early versions of our market-based planning layer imposed several fairly strict constraints on auctioning and bidding.  In particular, an agent could only participate in one external auction at a time and that auction could not overlap the agent's own auction. Both of these constraints were designed to allow the bidder to accurately estimate its costs.  Recently, we have implemented functionality allowing us to relax these two constraints and thus test the benefits and drawbacks of allowing greater participation in auctions with the possibility of inaccurate costs.

4. We have begun enhancing the market to allow agents to bid on clusters (or bundles) of tasks instead of just individual tasks.  In addition to this bidding enhancement, the auctioneers must be able to clear auctions containing bundled bids.  This will be achieved through the use of a combinatorial exchange mechanism.  It is our hope that the use clusters and a combinatorial exchange will improve the solutions obtained by the system.

5. The Task Description Language (TDL) used in the executive layer of our architecture has been improved in several ways, the most notable of which is the addition of task-name overloading.  Similar to C++, this allows tasks that have similar functionality to share the same name and be distinguished by their formal parameters, resulting in cleaner and more readable code.

6. We continue to run experiments testing our system.  The focus has been on the parameters of the market economy, with results presented in our publications.  In particular, we have recently performed empirical studies of the benefits and drawbacks of relaxing the constraints mentioned in the first bullet.  It appears that (at least in our current experimental scenarios), the benefits associated with increased participation often outweigh potential costing inaccuracies, leading to better overall solutions.


PI:
DANIEL WELD

UNIVERSITY OF WASHINGTON

TASK:
Contingent and Probabilistic Planning



*Task link http://is.arc.nasa.gov/AR/projects/CtgPln.html.

1. We successfully applied DPRMs to execution monitoring and fault diagnosis of an assembly plan, in which a complex product is gradually constructed from subparts.

BACKGROUND:

Intelligent agents must function in an uncertain world, containing multiple objects and relations that change over time. Unfortunately, no representation is currently available that can handle all these issues, while allowing for principled and efficient inference.

This paper addresses this need by introducing dynamic probabilistic relational models (DPRMs). DPRMs are an extension of dynamic Bayesian networks (DBNs) where each time slice (and its dependences on previous slices) is represented by a probabilistic relational model (PRM).  Particle filtering, the standard method for inference in DBNs, has severe limitations when applied to DPRMs, but we are able to greatly improve its performance through a form of relational Rao-Blackwellisation.  Further gains in efficiency are obtained through the use of abstraction trees, a novel data structure.



PI:
DAVID WOLPERT


NASA Ames Research Center

Task:
COINS (ARTIFICIAL COLLECTIVE INTELLIGENCE)



*Task link http://is.arc.nasa.gov/AR/projects/ColInt.html.

1. Dr Lawson in collaboration with Dr Kagan Tumer completed work on a Collective Intelligence approach to data migration across heterogeneous computer networks.  Their approach outperformed not only conventional techniques such as load balancing, but also did better than other agent-based approaches.  Their work was accepted as a poster to the AA-MAS 2003 conference.  In addition, they have submitted papers to IJCAI 2003 and the MAS journal.

2. Dr Lawson in collaboration with Dr David Wolpert completed their project on MAS for control of Markovian systems.  This work has many practical applications, especially to systems where the agents provide control inputs to a Markovian system.  This work as has already resulted in accepted papers to  AA-MAS 2002 and AAAI 2002.  Further extensions and new  results will be submitted as a journal publication to Physical Review E.

3. Dr Lawson has begun work implementing a Collective Intelligence approach to programing of randomly assembled computers (RAC).  This work builds on previous work by Dr David Wolpert and  Dr Mark Millonas.  This approach should result in a more robust and scalable techique than previous work.

4. Adrian Agogino in collaboration with Dr. Kagan Tumer completed work on forming teams of agents to perform collective learning under communication restrictions. Under heavy communication restrictions, they were able to achieve a 25% increase in performance by using teams. Even without teams, under moderate communication restrictions they were able to achieve a 75% increase in performance by improving the agents' individual incentive functions. Their work was accepted as a poster to the AAMAS 2003 conference.  In addition, they have submitted papers to IJCAI 2003.


PI:
DAVID KORTENKAMP


JOHNSON SPACE CENTER

TASK:
A HYBRID DISCRETE/CONTINUOUS SYSTEM FOR HEALTH MANAGEMENT AND CONTROL


*Task link http://is.arc.nasa.gov/AR/projects/VclMon.html.

1. David Kortenkamp and Scott Bell, "BioSim: An Integrated Simulation of an Advanced Life Support System for Intelligent Control Research," to appear in The 7th International Symposium on Artificial Intelligence, Robotics and Automation in Space (i-SAIRAS-03), May 2003.

2. David Kortenkamp and Scott Bell, "Simulating advanced life support systems for integrated controls research," to appear in the 33rd International Conference on Environmental Systems (ICES), July 2003.



PI:
Illah R. Nourbakhsh

carnegie mellon university

Task:
Personal Rover Project



*Task link http://is.arc.nasa.gov/AR/projects/PrsRov.html.

1. Conducted an additional survey of summer RASC students (monthly)

2. Continued coding of User Study interface for the Trikebot.  Currently porting all real-time and quasi-real-time loops directly to the iPAQ on-board processor.

3. Interviewing a series of UI Designers to find the appropriate student who will do the UI implementation for the final '04 interface.

4. Ported then improved on all iPAQ functionality onto the Intel Stayton board. We have built five test Stayton robots that can demonstrate visual tracking, manipulation and drawing on paper.

5. Demonstrated the Stayton robots at the Intel forum at the end of January. Resulting from this, we have officially requested that Intel donate 150 Stayton boards to serve as the main processors of the rovers we will be placing in communities for January 2004.  You can see videos of these platforms at http://frodo.mobot.ri.cmu.edu/Illah (look for the .mp3 files), and the Intel presentation is the appropriate .ppt file there as well.



PI:
Subbarao Kambhampati

Arizona State University

Task:
Heuristic Control of Planning and Execution in Metric/Temporal Domains


*Task link http://is.arc.nasa.gov/AR/projects/TmpPln.html.

PAPERS:

1. What next for learning in AI Planning? Terry Zimmerman and Subbarao Kambhampati. AI Magazine 2003 (To appear) 

2. Improving the Temporal Flexibility of Position Constrained Metric Temporal Plans. Minh B. Do and Subbarao Kambhampati. ASU CSE TR02-003. To appear in ICAPS 2003. 

3. Two papers--one on heuristics for conformant planning, and one on multi-criteria optimization in planning graph search--were submitted to IJCAI 2003.

TECHNICAL HIGHLIGHTS:

1. Two papers--one on heuristics for conformant planning, and one on multi-criteria optimization in planning graph search--were submitted to IJCAI 2003.

2. We have been able to show that SAPA's greedy post-processing algorithm for makespan reduction (to be reported in ICAPS 2003) is in practice quite competitive in quality with respect to optimal makespan reduction approaches based on Integer Programming. 

3. We have been able to reduce the time taken for heuristic computation in conformant planning significantly by appropriately trading heuristic quality for computation time.

